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### 一、自己提出的问题的理解

#### 1. 如何理解强学习是弱学习的充要条件？

理解：理论上如果一个分类可以被多项式算法学习达到弱学习条件，即学习正确率仅比随机猜测好，就一定存在另一个多项式算法可以达到强学习的条件，证明过程应该毕竟复杂。

#### 2. AdaBoost算法的迭代次数如何判断

理解：达到精度要求或是时间要求即可停止，弱分类器数目较多的情况下可能时间会很长

### 二、别人提出的问题的理解

#### 1. AdaBoost算法中的 如果是负值如何理解？

理解：在二分类的情况下可以反转使得为正，多分类情况可能存在小于0的情况，满足弱学戏条件即可

#### 2.提升树与AdaBoost的关系

理解：都属于提升方法，但具体的损失函数有区别

### 三、读书计划

#### 本周 学完第八章

#### 下周 学完第九章

### 四、读书笔记

#### 8.1 提升方法 AdaBoost算法

* + 基本思路
    - 一个概念是强可学习的充分必要条件是这个概念是弱可学习的
    - 如何将容易发现的弱学习方法提升为强学习方法
      * 在每一轮如何改变数据的权值或概率分布
      * 提高被前一轮弱分类器错误分类样本的权值，二降低那些被正确分类的权值
      * 如何将弱分类器组合为一个强分类器
      * 采取加权多数表决的方法，具体是加大分类误差率小的弱分类器的权值，使其在表决内起到较大的作用
  + AdaBoost 算法

#### 8.2 AdaBoost算法训练误差分析

* + 定理8.1(AdaBoost的训练误差界)
  + 二类分类问题AdaBoost 的训练误差界

#### 8.3 AdaBoost算法的解释

* + 可以认为AdaBoost算法是模型为加法模型，损失函数为指数函数，学习算法为前向分布算法时的二类分类学习方法
  + 前向分布算法
  + 给定训练数据及损失函数的情况下，问题转化为损失函数极小化问题，前向分布算法()的想法是从前向后，每一步只学习一个基函数及其系数，逐步逼近优化目标函数式，就可以简化优化的复杂度
  + AdaBoost算法是前向分布加法算法的特例，这时模型是由基本分类器组成的加法模型，损失函数是指数函数

#### 8.4 提升树

* + 采用加法模型与前向分布算法，以决策树为基函数的提升方法称为提升树
  + 提升树算法


  + 梯度提升